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Kivonat

Az adatok manapsag mindeniitt jelen vannak. Ezek elemzése és Gsszegytjtése segit-
het olyan gépi predikciok létrehozasaban, amelyek konnyithetik az {izleti életet.

Dolgozatomban a Cloudera multinacionalis cég tigyfélszolgélatdnak elemzését és
az tligyfelek kategorizalasanak predikcios analizisét mutatom be. A cégnek szamos
iigyfele van, akik nap mint nap a Cloudera termékeket veszik igénybe és barmiféle
felmeriil6 problémaval az tigyfélszolgadlathoz fordulnak. Az ligyfelek kétféle spe-
cidlis csomagra fizethetnek el, amennyiben az altaldnos csomagban nem kapjak
meg a kell§ figyelmet, vagy egyéb okbdl kifolydlag dedikalt embereket szeretnének,
akik dolgozzanak a problémaikon. Attol fiiggGen kell a dolgozé emberek létszaméat
megbecsiilni, hogy melyik csomagra hany ligyfél fizet el6. Sziikséges-e Gj embere-
ket felvenni vagy inkabb képezni kellene a dolgozokat? Ezek mind olyan kérdések,
melyeket befolyasol az, hogy héany iigyfél fordulhat probléméval a csapathoz. Ha
tudnank a valaszt, az tigyfél is elégedettebb, hiszen elegends ember foglalkozik az
igyein.

A projekt a CRISP-DM modszertan alapjan épiilt fel, mely soran a probléma
és adatok mélyebb megértése utan kovetkezett a gyakorlati munka adatgytjtéssel,
adattisztitassal, modellépitéssel majd az eredmények értékelésével.

A projekt soran kétféle gépi tanulas modell létrehozésaval az volt a cél, hogy
meg tudjuk becsiilni a modellel, melyek azok az iigyfelek akik az adataik alapjan
jogosultak lennének az ligyfélszolgalati csoportvaltasra. Kiilonféle adattal kapcso-
latos problémékat kellett ehhez megoldani, mint a hidnyzé adatokat, valamint a
kiegyensulyozatlan osztalyokat.

A dolgozat bemutatja a kiilonb6z6 modelleket, amelyek Gsszehasonlitasa utan
lett kivalasztva a legjobban teljesité gépi tanulé modell. Ennek eredményeit felhasz-
nalva késziilt egy vizualizicid, mely segitségével az iigyfélszolgalat vezetsi megter-

vezik a jovébeli sziikséges kapacitast.



Abstract

Data is everywhere nowadays. Collecting and analyzing data can help us discover
hidden patterns in the data set, making it possible to create predictions that can
make business life more manageable.

In my dissertation, I present an analysis of customer service of the multinational
company called Cloudera and the predictive analysis of the customer categories.
The company has many customers who use its products on a daily basis. Customers
can pay for two different packages if they are not satisfied with the basic package
and require more attention or would like to have dedicated people working on their
problems. Depending on the number of customers subscribing to which package, the
number of people working should be estimated. Is it necessary to hire new people
or should the company train employee skills instead? Replying to this question is
affected by how many customers can turn to the team with a problem. If we knew
the answer, the customer would also be more satisfied, as there are enough people
to deal with their issues.

The project was built on the basis of the CRISP-DM methodology, where a deep
understanding of the business reasons and data was followed by practical work with
data collection, data cleaning, model building, and then the evaluation of the results.

By creating two types of machine learning models, the aim of this project was
to be able to estimate which customers would be eligible for the two support groups
based on their data. Various data problems had to be solved such as missing data
and unbalanced data sets.

The dissertation presents different models and after comparing these, the best-
performing machine learning model was selected. Using the results of this, a visu-

alization was created to help support leaders plan for future required capacity.

11



Chapter 1

Introduction

1.1 Concept

In today’s world, it has become vital to make the huge amount of data usable for
business and to create programs that help leaders to understand the trends and
make business decisions. It is becoming increasingly common to plan the future
with the help of machine learning algorithms. The purpose of my project is similar,
its main goal was to support cost-effective business planning.

Multinational companies, who supply software, have a lot of customers who use
their products every day. In case the customer runs into any problems related to
these products, the support team of the company addresses the issues. The com-
plexity can vary dramatically from simple cases requiring just a couple of minutes
to resolve to very complex ones stretching over several months to get resolved. If
the support team can not solve the case, they escalate it to engineering for help.
These complex cases can remain open for a potentially long period of time. These
situations can be very expensive and frustrating both for the customer and the com-
pany. From the company’s perspective, they would like to have happy and satisfied
clients, who remain loyal to the company and generate revenue. The customers wish
attention and quick responses from the support and they want to have a solution for
their problem. They will be satisfied if they get those. The company should ensure
that customers can connect with the right person at the right time.

When a customer often has high-priority cases, would like to have dedicated
people to deal with their case, does not wish to discuss the problem always with
someone else, would like someone to know their infrastructure better, perhaps has
even sensitive data, then often subscribes to a higher-level customer service package.
When this happens, a smaller team will deal with his incoming tickets in the future.
The number of these support team members depends on how many customers have

subscribed to the special support offering.



The Cloudera software company helped me by providing the necessary data
and software as well as industry knowledge to develop this idea in a real business
environment. Cloudera is an enterprise data cloud company that offers a software
platform for data engineering, data warehousing, machine learning, and analytics [I].

In a previous project, I created a model to forecast incoming support issues
from corporate clients and based on these numbers create a visualization interface
to estimate staff numbers. Depending on how many problems come in per day, we
can estimate how many people need to solve issues from customers. This makes it
easier for managers to plan their headcount to cover the ticket volume.

Then I expanded this model with the volume for the different support groups.
This way, the leaders were able to see the incoming tickets and the projected volumes
for the current customers in the groups. I also implemented the model, not just total
projections but individual customer predictions. Thus, selecting one or multiple
customers and looking at their ticket volumes is available. When selecting only
one client, the predicted values are not so accurate because of the limited numer of
issues.

Hence, there is a visualization with a machine learning background delivered for
the leadership where they can look at the projected incoming numbers for the next
year and plan the required headcount based on the time zones and teams. The
challenge is that they can not see the customer changes, and can not prepare for a
bigger amount of conversion. The goal is to help to determine which clients can be
offered the special support package and how the new client’s volume will increase
the overall volume. If the company would know a likelihood for the candidates who
possibly can be the next client in one of the special groups then sales could offer
a deal for the selected companies. This way, the contacted customers could have
a more successful journey at the Cloudera because the prediction would based on
the customers’ ticket activity, cluster details, and other information. There would
be a reason why the delivered model shows that the candidates should change the

support package. Thus, the salesman would have real data behind the new offer.

Provide candidates for special Include the accounts in the Future planning with considering
support groups with ML incoming ticket volume prediction the customer movements

Figure 1.1: Relationship with the previous project

Figure [I.T] shows a flow chart with the phases of how this report is related to
the previous work. This project’s goal was to provide customer candidates for the
specialized support groups. This includes data preparation, feature selection, and

machine learning model building. The output of the models was a list of customer



names with a likelihood of whether they are eligible for the specialized support
offering. The incoming case volume of these accounts was predicted and included
in the visualization that allows the user to select the current specialized group’s
volume with additional candidates’ volume.

During the project, I had to talk with multiple teams to understand how the
process of changing support types works, what are the customer’s motivation to
extend the support package, what are the customer KPIs that the teams measure at
Cloudera. I was working with ticket data earlier in the forecasting project but this
was the first time that I had to be familiar with customer information and computer
cluster details. Without a handy feature set, it takes a lot of time to gather all

information, select the relevant features.

1.2 Project goals

The aim of the thesis was to develop a system based on machine learning to optimize
the support capabilities of technology companies. At these companies, customers
turn to customer service with any problems. However, we distinguish several groups
of customers, where the solution of problems may differ from the average. These
special clients could receive more attention and quicker solutions to critical problems.

The aim of the system to be developed was to determine all the information
available about clients and their issues, in which cases an average client will belong
to a specialized group. This is important because the number of people working in
customer service and the budget are determined based on this. The goal is to create
a system that can use machine learning to estimate when customers will enter a

particular group.

1.3 Execution plan

Tasks to be performed will include:

e Understand the business reasons and processes

Data Understanding

Data Preparation, Feature selection

Modeling and evaluating the results

Deployment



At the beginning of the project, I studied the related literature, and I started to
understand the business process and learnt how the company works. Thus, I had to
learn how the support team works at Cloudera. In the Data Understanding phase,
I have discovered the data that exists, and that could be important for the Machine
Learning (ML) model. Then, I have analyzed, cleaned, and processed the data,
created the feature set, and investigated the correlation between the features and
the target variables. I created the final data set for the Machine Learning models.
The next step was to find the suitable Machine Learning model for the prediction
goals, to try several models, then compare them and select the best algorithm. After
the Modeling phase, I evaluated the results and analyzed the evaluation metrics.
Finally, in the deployment phase, I implemented a visualization that could help the
managers in the future.

The report introduces Hadoop and Cloudera technologies including the used
frameworks in Chapter 3. When a chapter presents the work using methods or tech-
niques, the chapter starts with introducing these techniques with related literature

and then describes the actual work.

1.4 Methodology

Data Mining is a part of Data Science that can help to analyze ‘Big Data’ and
extract the relevant information. There are many types of Data Mining processes
but the most popular ones are CRISP-DM, SEMMA and KDD. KDD stands for
Knowledge Discovery Databases that refers to finding hidden knowledge in data
and has nine steps. Sample, Explore, Modify, Model, and Access are the five stages
of SEMMA as the name shows that is developed by SAS institute. SEMMA offers
understanding, organization and maintenance of the data mining projects [2].

To carry out this project, the CRISP-DM methodology will be used, which stands
for cross-industry process for data mining. This methodology provides an overview
of the life cycle of a Data Mining project. It contains the phases of a project, their
respective tasks, and the relationships between these tasks. It is known for being
well-structured and described, as well as for its powerful practicality, its flexibility
and its usefulness when using analytics to solve business problems.

The life cycle of a data mining project consists of six phases, shown in Figure[I.2]
It is always necessary to move back and forth between the different phases. The
result of each phase determines which phase, or particular task in a phase, should be
performed next. The arrows indicate the most important and frequent dependencies

between phases.
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Deployment E
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Figure 1.2: Cross-industry Standard Process for Data Mining (CRISP - DM)
Source: [3]

The outer circle of the figure symbolizes the cyclical nature of data mining it-
self. Data mining does not end once a solution is implemented. The lessons learnt
during the process and from the implemented solution can trigger new, often more
focused business questions. Subsequent data mining processes will benefit from the

experiences of previous ones. The six phases of the CRISP-DM Process Model are
described below [4]:

Business Understanding This initial phase focuses on understanding the project
objectives and requirements from a business perspective, then turning this
knowledge into a data mining problem definition and a preliminary plan de-
signed to achieve the objectives. The business understanding phase includes
four main tasks: identifying business and data-mining goals, assessing the

situation and producing the project plan.

Understanding the data The second phase begins with the initial data collection
and becoming familiar with the data, identify quality problems and explore
data to form a hypothesis for hidden information. The data-understanding
phase includes four tasks: gathering, describing, exploring data and verifying

data quality.



Data preparation This phase focuses on selection and preparation of the final
data set. Data preparation tasks are likely to be performed multiple times
and not in a prescribed order. Tasks include selecting tables, records, and
attributes, as well as transforming and cleansing data for modeling tools. The
data preparation phase includes five tasks: selecting, cleaning, constructing,

integrating, and formatting data.

Modeling In this phase, various modeling techniques are selected and applied, and
their parameters are calibrated to optimal values. Typically, there are multiple
techniques for the same type of data mining problem. Some techniques have
specific requirements on the shape of the data. Therefore, it is often necessary
to go back to the data preparation phase. The modeling phase includes four
tasks: selecting modeling techniques, designing tests, building, and assessing

models.

Evaluation At this stage of the project, a model (or models) has been built that
appears to be of quality from the perspective of data analysis. Before proceed-
ing with the final implementation of the model, it is important to thoroughly
evaluate it and review the steps taken to create it, to ensure that the model
achieves business objectives. A key goal is to determine if there are any major
business issues that have not been sufficiently considered. At the end of this
phase, a decision must be made about the use of the data mining results. The
evaluation phase includes three tasks: evaluating the results, reviewing the

process and determining next steps.

Deployment The final phase of CRISP-DM process focuses on determining the use
of obtained knowledge and results. This phase also focuses on organizing, re-
porting and presenting the gained knowledge when needed. Depending on the
requirements, the deployment phase can be as simple as generating a report or
as complex as implementing a repeatable data mining process across the en-
terprise. In many cases, it is the customer, not the data analyst, who performs
the implementation steps. However, even if the implementation effort will be
carried out by the analyst, it is important for the customer to understand
in advance what actions need to be taken to make actual use of the created
models. The deployment phase includes four tasks: planning deployment,

monitoring and maintenance, and reporting and reviewing final results.

At the end of the project, recommendations could be given on how the final
model(s) can be implemented. However, this will be analyzed during the completion
of this project. The deployment phase will be carried out during this project as the

end-users are employees at Cloudera who will make decisions based on the results.



Chapter 2
Introduction to Cloudera Support

To understand the business it is really important to be familiar with the processes
of support and how the support model looks like. In the following sections, I will
introduce the support model at Cloudera, what are the support offerings and dif-
ferences between them, and also introduce the headcount planner that I have been
working on earlier. My current project will be merged into the projected case volume

visualization from the previous project.

2.1 Support at Cloudera

Cloudera Support helps the customers to install, configure, optimize and run the
environment for data processing and analysis. Technical experts are dedicated to
resolving any technical issues that the user is facing [I].

Contrary to the support organization of other multinational companies, Cloud-
era support team does not distinguish the traditional four levels at Cloudera support
team. The team consists of two levels: the frontline and the backline team. The
members of both teams are engineers and are called Customer Operations Engi-
neers. Based on their knowledge, they try to solve cases that are related to different
components. Every frontline member knows the basics of 3-4 Hadoop components.
If they can not solve an issue, they can escalate it to the backline team who knows
much more about that software. Usually the members are good at one component
but not every has a backline member. If the situation is more complicated or there
is no backline member for that component then the support team escalates the case
to the development team of the given software. When they identify and fix the
problem, the Customer Operations Engineer can close the case. The solution of
the problem could take several weeks because it is not easy to find the source of a
problem, reading the log files could require a lot of time, and the communication is

not always fluent.



2.1.1 Cloudera Support Offering

The customers can have three main types of support: the general, Premier and US
Government Support. Cloudera Support pairs the team of experts with proactive
and predictive support capabilities to enable the experience of more uptime, faster
issue resolution and better performance.

Cloudera distinguishes customers whose cases are handled differently by other
employees. The support offering are called Premier Support and US Secure Support.

Cloudera Premier Support goes beyond business-critical support by delivering
enhanced services from a team of dedicated experts to ensure the clients’ organiza-
tion has optimal support to meet their business needs. The dedicated team of expert
engineers provide proactive, high-value services based on a deep understanding of
their business and Cloudera deployment. It is valuable for customers who create
many tickets, need a solution quickly, and value the dedicated team.

When the cases are handled by the same 2-3 members of the team, the engineers
get to know the specific business environment, infrastructure, and they do not need
to ask the general questions over and over again. The familiarity with the customer’s
business help them to save a lot of time and they can jump into the current issue
with knowing all the small details about the computer clusters, components, and
settings.

All customers have access to a team of dedicated experts 24 hours a day 5 days
a week based on their local business week. The support engineers are focused on
supporting rapid case resolution, delivering proactive, high-value services based on
their deep understanding of the customer’s business, data driven workloads and de-
ployment. The customers can be located anywhere worldwide, have 24x5 support
and Cloudera should provide dedicated people to cover each time zone in their work-
ing hours. That is sometimes a challenge for the company especially during holidays
when the managers should take into account the employees’ national holidays.

The other support option is Cloudera Government Support for the US Public
Sector customers. Cloudera offers three levels of support to give customers exactly
what they need, when they need it. The most comprehensive support offering in-
cludes up to 50 on-site visits per year to ensure the customer’s project is successful.
All Government Support is US Based led by cleared US Citizens. The advantages are
more uptime, faster issue resolution and better performance for the mission-critical
applications.

The provided support is flexible: 24x7 hours of operation for the Severity 1 cases
and 8x5 hours of operation for the lower priorities. The team members have a
rich knowledge base on core technical topics, support for workflows and escalation

process, ongoing health checks and air gap tooling for sensitive data.



The customer’s region is Public Sector but not all of these customers have the
Government Support. This support team is much smaller than the Premier team

and has less customers.

Business Structures

To understand the data from customer side, it is important to be familiar with the
architecture of the customer’s business. In the Agile Organization structures two
basic business operation categories are distinguished: lines of business and shared
services. They manage the service units that deliver the enterprise products and

services [9].

Line of Business (LOB) A general term that refers to a product or a set of related
products that serve a particular customer transaction or business need. An
enterprise will have one or more LOBs. An LOB delivers products or services
to customers. The LOB will manage the top-level collaboration(s) that drive
the life-cycle stages and directly or indirectly engage shared services to do the
detailed work.

Shared Services Each shared service unit must report to an organization unit that
is organizationally higher than all organization units that are recipients of its
services. In the agile enterprise, most of the actual work of the LOBs should
be delegated to shared services. Shared services are for example: finance and

accounting, and human resource management.

At Cloudera, the line of businesses are maintained as individual accounts with
unique IDs and they are linked to a ‘parent’ which is the logo account. For example,
we can have accounts named BME, BME-VIK, BME-GTK and BME-GPK. BME
is a university and VIK, GTK and GPK are one of the faculties of the university.
Table [2.1] shows this example data set where BME would be the logo account and
the faculties would be the line of businesses with unique IDs. Both type of accounts

can create tickets and they have the same attributes in each data table.

How are the accounts moved?

At the beginning of the project, the main question was how the accounts are moved
to the specific support groups. Are all the LOBs moved to Premier or US Secure
Support? Or will the logo account pay for the dedicated experts?

With some exceptions (only three customers that have been with the company
for long time), the conclusion was that only the LOBs that need the special type of

support will be moved but not the logo accounts. It makes sense that if the customer



Table 2.1: Example Table for LOBs and Logos

oot pceounp Lot Lowr
BME 1

BME-VIK 2 BME 1
BME-GTK 3 BME 1
BME-GPK 4 BME 1

has 5 different accounts that can create tickets but only one has high priority issues
or only one has sensitive information then why to pay the extended support for each
account.

The extended support package can be requested by the customer itself or a
salesman can offer a deal for them. After reaching baselines in certain attributes
(such as recording the amount spent at Cloudera or cluster details), the sales team
will contact customers for a possible extension.

Currently, without a machine learning model and having knowledge of the like-
lihood of candidates, the team has some attributes to look at and make a proposal
based on them. For Premier Support, they investigate the amount of money spent,
the high technical ticket activities, and larger cluster footprints. For the Government
Support, they look at the region to be ‘Public Sector’ but not the education-related

industries.

2.1.2 Headcount Planning

All the created tickets are related to one or many Hadoop components. There
are more than 30 components supported by the company. The components are
distributed to four main groups called pillars based on their function (store, process,
etc.). The support team members are working in these pillars and everyone knows 8-
10 components, of which 2-3 components in more depth. Cloudera is a multinational
company which means that the customers are from all over the world and they need
help in any time zone. Therefore, the support team works in several shifts in 6 time
zones. There are fewer team members in shift 1 than in shift 3 and fewer customers
in that time zone. For headcount planning, it would be important to know how
many support requests will come from customers in which pillar and shift.

A model was created to forecast incoming support issues from corporate clients
and based on these numbers create a visualization interface to estimate staff num-

bers. Depending on how many problems come in per day, we can estimate how

10



many people need to solve issues from customers. This makes it easier for managers
to plan their headcount to cover the ticket volume. In Figure [2.1] the orange line
shows the actual while the blue shows the projected case volumes for each week.
The predictions were broken down by pillars and shifts. Facebook’s open-source
Prophet tool was used as the time series forecasting model. It takes into account
the seasonality and holidays which is why we can see the low peaks in the figure

around Christmas.

CLOUDZRA Case Projections vs. Creation A

Case Projection Numbers

The projection numbers are estimates calculated by Machine Learning.

B Actual Cases Created
[ ] Projected Cases Created

Aug 30,15 Feb 28,16 Aug 28, 16 Feb 26,17 Aug 27,17 Feb 25,18 Aug 26,18 Feb 24,19 Aug 25,19 Feb 23, 20 Aug 23,20 Feb21,21 Aug 22,21 Feb 20, 22

Date

Figure 2.1: Forecasting Case Volume

Then this model was expanded with the volume for the different support groups.
This way, the leaders were able to see the incoming tickets and the projected volumes
for the current customers in the groups. The model was also implemented with not
just total projections but individual customer predictions. Thus, selecting one or
multiple customers and looking at their ticket volumes is available. When selecting
only one client, the predicted values are not so accurate because of the limited
data. The total volumes for each client in the Government Support can be seen in
Figure Comparing this figure to the it shows that the support groups have
significantly fewer tickets. The spikes are bigger while the first figure was smoother.
The Premier team has a similar line graph with their case volume. Both are able to
filter for an individual LOB customer name who is currently flagged with extended

support.

2.2 Business Goals

The main goal of this project was to help the leaders with future planning by pro-
viding the customer names from the machine learning model output. With the
candidates for extended support, the possible incoming ticket volume could be pro-

jected.
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Figure 2.2: Forecasting Support Groups’ Case Volume

The total case volumes are visible in Figure[2.2]and there is an additional filtering
included for LOB customer names. With the predicted results of the model, the user
would be able to select client names that are outside of extended support, and then
compare the volumes with or without including the new clients.

For this, it would be great to know which customer accounts are eligible for
extended support and what is the likelihood of their movement. The leadership
would be able to plan required headcount more accurately with this feature. If
they need to hire new people, they have the time for onboarding because they can
calculate with the new customers in the group.

By knowing the candidates’ likelihood the sales team’s work would be easier
and they could convince customers more easily based on their activity history. If
the client is not satisfied with Cloudera Support it could be for example because of
lack of attention, or too many people working on their cases. Obviously, it could
be because of other reasons but the previously mentioned issues can be solved by
extending the support package. This way the company would be able to reduce

customer churn and they would have more happy, satisfied customers.
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Chapter 3

Technical Background

3.1 Apache Hadoop

Apache Hadoop is an open source framework that is used to efficiently store and
process large data sets ranging in size from gigabytes to petabytes of data. Instead
of using one large computer to store and process the data, Hadoop allows clustering

multiple computers to analyze massive data sets in parallel more quickly.

PROCESS, ANALYZE & SERVE

BATCH SQL STREAM SEARCH

Spark, Hive, Impala Spark Solr

MapReduce

UNIFIED SERVICES

RESOURCE MANAGEMENT SECURITY
YARN Sentry, RecordService

FILESYSTEM RELATIONAL

HDFS Kudu

STORE

STRUCTURED UNSTRUCTURED

Sqoop Flume, Kafka

INTEGRATE

Figure 3.1: Apache Hadoop Ecosystem
Source: [1]
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The Hadoop ecosystem, showed in Figure [3.1 describes the use cases and the

components of the framework: integrate, store, process, analyze, and serve.

3.1.1 Cloudera and Hortonworks

There are many companies who provide Hadoop distributions and help to manage
the Hadoop components. The most famous ones include Cloudera and Hortonworks.
Hortonworks was founded in 2011 while Cloudera three years earlier in 2008. Both
companies built their business on the open source thus freely available, Apache-
licensed Hadoop framework and could rightly expect success as the open source
system became a big data platform. However, due to the complexity of the system
there was a need for companies to support corporate usage.

Cloudera created its own Hadoop distribution (CDH) and Cloudera Manager
software. They sell the Manager software and also provide support and consulting
services. In Figure[3.2] the Hadoop ecosystem is visible with the additional Cloudera
products that can help with data management (Cloudera Navigator Encrypt) and

operations (Cloudera Manager and Cloudera Director).

PROCESS, ANALYZE, SERVE

BATCH | STREAM saL SEARCH | OTHER

Spark, Hive, Pig Spark Impala SOLR Kite
MapReduce

UNIFIED SERVICES

RESOURCE MANAGEMENT SECURITY
OPERATIONS YARN Sentry, RecordService

DATA
MANAGEMENT

Cloudera Navigator
Encrypt and KeyTrustee
Optimizer

Cloudera Manager
Cloudera Director

FILESYSTEM | RELATIONAL NoSQL OTHER

HDFS Kudu HBase Object Store

STORE

BATCH REAL-TIME

Sqoop Kafka, Flume

INTEGRATE

Figure 3.2: Cloudera Enterprise with Hadoop ecosystem
Source: [1]

Hortonworks’ main product was the open source Hortonworks Data Platform
(HDP) which can be used to store and analyze large amounts of data. They offered
installation, configuration help, and expertise [6].

The two companies officially merged at the beginning of the year 2019. Both
companies’ approach are a little bit different. Hortonworks is famous for the purely

open source software, where money is primarily in support, while Cloudera also has
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paid-licensed products. The two portfolios complement each other well so they can
come up with a much more comprehensive offering. Hortonworks brings end-to-end
data management solutions, while Cloudera brings improvements to data storage as

well as machine learning.

Cloudera Data Platform

Cloudera’s two legacy Hadoop distributions are the Cloudera Distribution of Hadoop
(CDH) and the Hortonworks Data Platform (HDP). After the merger, the first
product was announced Cloudera Data Platform (CDP) that differs in big ways from
those on-premise-oriented platforms, including the elimination of YARN in favor of
Kubernetes for container management and a replacement of HDFS for public cloud
object stores, including Amazon S3.

CDP is a big data platform for both I'T and the business, Cloudera Data Platform
(CDP) is:

e Simple to use and secure by design

Manual and automated

Open and extensible

For data engineers and data scientists
e On premises and public cloud

Cloudera Data Platform provides various form factors: Public and Private Cloud.
The newest Hybrid Cloud delivers all values of Private and Public Cloud. The
difference between them is explained in the next section after defining what cloud

computing is.

3.1.2 Cloud computing

Cloud computing is a branch of computing. We can distinguish several types of
cloud-based services, the common feature is that the services are not operated on a
specific hardware device but distributed on the service provider’s devices hiding its
operational details from the user. Services can be accessed by users over a network,
for the public cloud over the Internet, for a private cloud over the local network
or over the Internet. Cloud computing refers to both the applications delivered as
services over the Internet and the hardware and systems software in the data centers
that provide those services [7].

There are three types of cloud computing service models:
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Infrastructure as a Service (IaaS) The consumer has a control over storage,
networking components, processing, accessing and monitoring computers and

is able to develop applications.

Platform as a Service (PaaS) The cloud environment is hosted by the service
provider and they deliver a framework for developers with cloud components.
Compared to SaaS, applications could be created and modified in the PaaS

model.

Software as a Service (SaaS) The consumer uses the provider’s application that
runs in a cloud environment (directly through the web browser). They are not

able to manage the underlying cloud infrastructure.

The cloud infrastructure under cloud computing could be various. The models
are not significantly different from each other as they use the same technology.
Private cloud is expensive but secured in contrast to the public cloud. Hybrid cloud

combines both so it could be a compromise for many companies.

Public Cloud The cloud infrastructure is publicly available and the users connect
to the internet to reach their resources. They do not need to buy hardware,
they pay based on usage to the cloud provider. The advantage of the public
cloud is scalability, inexpensive, easy-to-use, but the disadvantage is that it is
not the most secure. Google, Amazon, and Microsoft are some of the biggest

public cloud providers in the world.

Private Cloud The cloud is hosted within the organization and only the employees
can access the resources and data. This way the infrastructure’s advantage is

security, exclusivity, and privacy but the drawback is the cost.

Hybrid Cloud The infrastructure is a composition of two or more clouds (pub-
lic and private). This way the consumers can have a secured, private cloud
with confidential data and a cheaper, easier scalable public cloud for other

computations.

3.2 Apache Impala

Apache Impala is an open source component of Hadoop that is able to process,
analyze the data whether it is stored in HDFS, Apache HBase, or the Amazon S3.
Impala is similar to Apache Hive as they share user interface, SQL syntax, ODBC
driver, and metadata. With Hive, the user can run batch processing workloads

while Impala provides fast, interactive SQL queries in real-time. Impala is able
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to query big data and read widely-used file formats (e.g. Parquet, Avro, RCFile).
It runs as a distributed service on the same machines as the other parts of the
Hadoop infrastructure. One Impala daemon process is located in each node that
is responsible for all aspects of query execution. The user interface where we can
query data is Hue [§] [9].

Hue

Hue is a web-based interactive query editor that enables you to interact with data
warehouses. Hue allows the user to browse the databases, explore the tables, import
custom data. Two main editors (Hive and Impala) are available for querying but

the consumer can also schedule repetitive jobs or create dashboards.

¥ Impala Add aname...  Add a description. 2

1|select startstation,

2| count(*) as trips

3| from "201402_trip_data®
4|group by startstation,
5| endstation

6| order by trips desc
75

8

Query 554d9e20¢8a78¢03 :e496a85h00008088 106% Complete (1 out of 1)
Query 554d9e20e8a78e03 :e49628bb0AARARAA 100% Complete (1 out of 1)

554d9e20e8a78e03:e496a0bb00000000

LIMIT Harry Bridges Plaza ... San Franisco Caltr. Embarcadero at San..
5 Townsend at 7th Market at Sansome

Query History Saved Queries Results (1004+)

133k

trips.
Bars . 12k

X-AXIS 1k e

startstation 800

V-AXIS
trips

600 ]

400 P
GROUP
200 ]

Choose a column to pivot.

SORTING

Figure 3.3: HUE user interface
Source: [1]

In Figure [3.3] an Impala query is shown with a chart visualization instead of a
table result view. A basic graphic representation is included with bar, line or pie
charts and with selectable axis. The table view results can be saved in CSV, Excel
formats, copied to clipboard or exported to HDFS.

In Hue, I was able to query all the data that was needed for having enough
information about the customer’s behaviour. It provides access to every data source

in the company, including accounts and support ticket details historically.
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3.3 Data Science Workbench

The Cloudera Data Science Workbench (CDSW) is an enterprise data science plat-
form built for machine learning projects. It allows the user to create projects in
three different languages: R, Python, or Scala and run computations in Hadoop
clusters. The data scientists can manage their analytics pipelines, including built-in
scheduling, monitoring, and email alerting. The CDSW provides self-service access
to data and also secure access to Apache Spark and Impala. It can handle every part
of the data science with data collection, analysis, model building and visualization
of the results. This collaborative platform has terminal access that makes it really
easy to be up-to-date with the Github master branch. The user can schedule jobs
with parameters and the workflow can run both in the public cloud and on-premises.
CDSW extends an existing CDH cluster, by running on gateway nodes and push-
ing distributed compute workloads to the cluster. CDSW requires and supports a
single CDH cluster for its distributed compute. Data usually resides on the attached
cluster. Two types of security are available the Kerberos authentication integrated
via the cluster and external authentication via LDAP/SAML. The project files,
internal postgresDB, and Livelog, are all stored persistently on the Master host [10].
The user interface in Figure is directly on the web browser.

File Edit View Navigate Run > 3_sparklyrR € Project >_ Terminal access & Clear ¥ Interrupt W Stop Sessions - |
i T S Sl from the tutorial which plots data on flight delays:
3 library(sparklyr) »delay & Flights_
4 Uibrary(dplyr) group_by (tailnum
5 sunmarise(cour dist = mean(distance), delay = mean(arr_delay)) %%
6 # The returned Spark connection (sc) provides a remote dplyr data source to the filter(count > 20, dist < 2000, !is.na(delay)) %%
L s collect()
10 available dplyr e es within the
1 Plot delays
12
13 y == 2) > Library (ggplot2)
14 5 aes? 5
> ggplot(delay, aes(dist, delay)) +
15 s additional dplyr examples you ca an 7 BEP oA it Nt
1% geom_point (aes(size = count), alpha = 1/2) +

geom_smooth() +
), dist = mean(distance), delay = mean(arr_delay)) %% scale_size_area(max_size = 2)

2000, !is.na(delay)) %>

geon_smooth()" using method = 'gam’

t, delay)) +
geom_poi count), alpha = 1/2) +
geom_smooth() +

scale_size area(max_size

# fit a linea ode
fit ¢ partitions$t
ml_linear_regression(response = , features = c(

For linear regression models produced by Spark, we can use summary() to learn|”

Lin jurnr *  silines R Spaces2

Figure 3.4: CDSW user interface
Source: [1]

For this project, the codes were written in Python and imported libraries were
used for Machine Learning tools. I often made backups of my work and I pushed the

changes to Github. Using CDSW was very convenient because the successful run
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of some models took a long time and the programs were running on clusters which
means that the work was not dependent on whether my laptop is falling asleep or

running out of battery.

Python libraries

Running the CDSW with a Python 3 session enables the user to import any kind of

library. The most important ones for this project are listed below.

impala.dbapi

The Impala DB API client can help connect the CDSW to Impala. It has a con-
nect() function which has many parameters but I only used three of them with
the following values: host= - defined the hostname, use ssl=true - enabled SSL,

auth__mechanism=‘GSSAPT" - for Kerberos authentication mechanism.

conn = connect(host = <hostname>, use ssl = True,

auth mechanism = "GSSAPI’)

After connecting to Impala, I was able to select any tables in the HDFS filesys-
tem. There are two options to read the query with the connection details. The first
and shorter option is using Pandas read_ sql() function that will result in a Pandas

DataFrame:

) ’ 0

results = pd.read sql( <query_details > , conn)

The second option is using the Cursor object and its ezecute() function but to have
the results in DataFrame, the as pandas() function is necessary:

with conn.cursor () as cursor:

79

cursor .execute ( <query_details>""" )

results=as_pandas(cursor)

numpy

Numpy is a module that support fast array operations.

pandas

Pandas is a module implementing DataFrame which is a two-dimensional tabular
data structure. Pandas DataFrame consists of three principal components, the data
itself, rows, and columns. All data coming from the company database were stored
in DataFrames and I was able to easily format, and then clean the data in that

format.
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sklearn

Scikit-learn (sklearn in short) is the most useful and robust library for machine
learning in Python. It provides a selection of efficient tools for machine learning and

modeling including classification, regression, and clustering.

imblearn

Imbalanced-learn (imblearn in short) is a library for dealing with imbalanced data

sets in Python. It provides tools for oversampling and undersampling the data.

matplotlib

Matplotlib has rich tools to visualize DataFrames as graphs including scatter plots,

line plots, and bar plots.

3.4 Tableau

Tableau offers a highly interactive and intuitive visual-based data exploration ex-
perience for business users providing easy access, preparation, and analysis without
having to write a single line of code. This experience is achieved through their
3 main products: an ‘editing’ tool and two sharing / collaboration platforms are

available:

Tableau Desktop is an editing tool where you can connect to data and create

views and dashboards to share with others.

Tableau Server is an on-premises solution that can be deployed through local

hardware or a cloud-based provider.

Tableau Online is a 100% cloud-based platform which makes it easier to publish

and share dashboards.

Many companies are launching software that creates beautiful dashboards com-
pared to Tableau that has a strength that it also offers analytic - the details it makes
stand out from other products. Its main goal is visual data analysis and the produc-
tion of results that are easy to use and understand, flexible, and most importantly,
fast. You can connect to almost any data source - plenty of built-in data connectors
can be used both in memory and by a direct query for larger data sets [11].

I used Tableau Desktop for data exploration and also Tableau Servers for sharing
data instead of creating extract locally. This tool is a space for visual data analysis.
Most steps can be performed by drag & drop while continuously seeing the results

of what has been done.
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Chapter 4
Data Understanding

The data-understanding phase includes four tasks based on the CRISP-DM method-
ology: gathering, describing, exploring, and verifying data. In the first task, I started
to gather all the available information and think about what could be relevant to
this project. First, I had meetings with the leaders of the support teams to have a
better understanding of the accessible data. They recommended some fields for con-
sideration such as money spent at the company, and the size of the clusters. Then
I tried to categorize the information into three main groups: customer information,
computer cluster details, and support activity.

The mind map in Figure shows the ideas for the possible features with the
categories. For the support activity, the first few ideas were related to tickets and
their details (owner, days to solve) but then I added the comment analysis (avg.
comment per ticket or customer) and other Support KPI metrics that could be rel-
evant. The second category is computer cluster information that includes technical
data, the number of clusters and nodes, and cluster types. Thirdly, customer infor-
mation covers the size of customer, time since client, sales area, industry and any

other knowledge that the company stores about them.

4.1 Data Structure

Luckily, there are many data tables available to use and the issue was mostly to
gather them together from the different sources. As visible in the mind map, I
categorized the possible features into three main groups but there were much more
underlying tables.

Cloudera uses a Customer Relationship Management (CRM) platform that man-
ages interactions with customers and potential customers. This CRM system helps
to build client relationships and streamline processes so they can increase sales, im-

prove customer service, and increase profitability [I2]. This platform is connected
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Available
information

Figure 4.1: Feature Ideas mind map

with the internal data warehouse thus I could easily query and explore the tables in
Hue.

The main tables that were used can be seen in Figure including the cases,
comments, escalations, clusters, and the two account tables. This diagram is sim-
plified as during gathering the cluster information I used four different tables. The
account and cluster tables are connected based on the unique account ids and the
records in the comments and escalations tables belong to only one record in the case
table.

I implemented database queries to collect the features. I wrote Impala queries to
connect the tables and extract the information. I created Impala views in the data
warehouse that I could read from CDSW with the impala.dbapi library in Python.
In the queries, I used WITH statements and window functions (analytic functions)
that took a long time to execute which is the reason why I decided to split the

queries into multiple parts.
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id int

account_id int n
escalations

user_id int R .
id int

sales_account status varchar
type varchar
account id iz created_at varchar )
created_at datetime
region varchar
case_id int
industry varchar

cluster_details name varchar id int

.-I
5
a

is_premier boolean created_by varchar
cores int is_us_government boolean created_by_email varchar

nodes int created_at datetime

type varchar case id int

status varchar

account_id int

Figure 4.2: Database Relationship Diagram

Support Activity specific details

The support activities are stored in multiple data tables. The details related to
tickets such as id, created, solved and closed dates, status, account id, severity,
product and component can be found in the cases table. The cases table includes
one record for each ticket and one case can have many comments and escalations.
There is a creator email field in the comments table and the domain part shows
to which company the people belong who wrote the note. If the end of the email
address looks like ‘@Qcloudera.com’ then they are employees otherwise clients. The
escalation table has a type field that determines which kind of escalations we are

talking about.

Customer specific details

The company keeps customer information in multiple tables. The most important
is the one coming from the CRM system with the attributes stored in the platform
along with a historical table. Each row represents one client in the account table
and has a pair in the sales account table. The sales table is more accurate because
that is used for customer communication and when they need any specific details

the sales team search in that table.
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Cluster specific details

Regarding the clusters, the number of nodes and cores are the most relevant knowl-
edge. The type of the clusters can be various based on products and compo-
nents. The data warehouse contains multiple cluster related tables. I used the
current_assets that stores the legacy cluster informations, the cdsw clusters, and
cdp _clusters. It is valuable to know whether the customer is upgrading from the
legacy products (CDH, HDP) to the new CDP or still using the old platforms.

4.2 Describing Data

I would like to introduce the available data and present some visualizations. In most
of the figures, the blue trend line shows the attributes right before the customer

moved to either Premier or Government Support.

4.2.1 Numbers of Cases

Creating cases is the most important activity in support and many metrics are
related to tickets. The number of created cases, closed cases, the time until a
solution or closure, close rate - these are all possible features in a period of time
with a right measure such as average, count. An example can be seen in Figure [4.3
with an increasing number and huge peak in the number of created cases. One
month later this customer moved to Premier. It is not as easily visible with other

clients but eventually, the model will decide which feature is relevant.

Figure 4.3: Created Cases Trend - Example

Each case possesses a unique id and a number. The case number consists of
six numbers while the id is a string with random characters. Either one of them is
included in each ticket-related data table.
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The ticket life cycle has different timestamps: when was the case created, solved,
and closed. A timestamp is visible when there is a handover between employees.
The initial feature list contains the average days open and avg time until the solution
in days. Besides the timestamps, each case is opened in a product that could be
also relevant so I added to the list the different types and the case numbers in those

products.

4.2.2 Ticket Severity

Based on the priority, the team has different rules for handling the issues. With
severe cases comes more attention from the support team as they want to solve the
issue as soon as possible and get the production environment running again. The

severity of the tickets has four levels:

Level 1 This is the highest priority when there is a major error in the product
that severely impacts the customer’s use for production purposes such as loss
of data, production system is down or severely impacted such that routine

operation is impossible.

Level 2 The second highest priority shows that the system is working but in a
limited capacity. This includes a problem that is causing significant impact to
portions of the customer’s business operations and productivity, or where the

software product is exposed to potential loss or interruption of service.

Level 3 A medium-to-low impact error that involves partial and/or non-critical
loss of functionality for production and/or development purposes, such as a
problem that impairs some operations but allows the customer’s operations to

continue to function.

Level 4 An S4 case is a low priority request for information or feature request where

there is no impact to customer’s business operations.

In Tableau, I was looking at the number of created Level 1 and 2 tickets but for
the model, I included all ticket severities. In the Created S1 Cases trend line graph
in Figure the difference between the peak and the average is not as significant
as in the case trend example but having nine highest priority cases means that there
were some serious issues going on at the client’s side.

There are three types of severity in the case-related tables. The initial severity
shows the priority that has been set during creating the ticket mostly by the cus-
tomer, the highest severity is looking at the highest priority during the life cycle of
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Figure 4.4: Created S1 Cases Trend - Example

the case and the third type is the currently active severity. When a Level 1 Prior-
ity case is handled and after the severe damage is solved the owner decreases the

priority.

4.2.3 Case Owner

The leaders of the support groups told me based on their experience that the num-
ber of different ticket owners often has an impact on the support offering change.
During gathering data, I tried to understand what could really have an influence so
I visualized the features in Tableau.

In Figure [4.5] and [4.0] are two examples that shows the number of different ticket
owners every month for two example customers who are currently in Premier Sup-
port. In the second example these numbers increase dramatically from 1 in each
month to 11 and 10 monthly.

Case Owner Count Trend
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Figure 4.5: Number of Case Owners Trend - Example 1
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Figure 4.6: Number of Case Owners Trend - Example 2

In addition to the number of different case handlers, I also included the skills of
these members in the components of the tickets. There are four levels: Beginner,
Intermediate, Advanced, and the highest is SME (Subject Matter Expert). If the
case is solved by an SME then probably the expert has more knowledge in that
component and the solution will be delivered sooner. This can result in having

more satisfied and happy customers.

4.2.4 Case Comments

Besides the activity in creating and closing the cases, it would be understandable
to investigate the comments from both sides. Each people has a style for commu-
nication and it has an effect on the ticket life cycle. From the Cloudera side, the
support members write comments on the cases as an update or ask the customer
for information. It can happen that there is a handover between the team members
for example when it is a high priority case and it is the end of the working hours of
the first employee. So this way the first will fill in the second case solver who will
continue to work on a solution. Usually, there is nobody else in the conversation
with the customer unless there is a management or customer escalation. From the
client side, one of the employees creates the ticket and keeps contact with Cloudera.
This person could change over time but the reasons behind this are unknown to us.
It can also happen that the people from the customer side go on holidays and there
is no conversation during that time frame so the solving date often increases in these
situations.

Based on the domain part of the email address of the comment creator it can be
determined which side (Cloudera or customer) is the comment from. The number
of comments for a case could change for each ticket depending on the severity, the
customer response activities, and also the related files. Each time a new file is

attached to a case there is a new public comment created by a bot user.
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4.2.5 Escalations

There are four types of escalations at Cloudera:

e Backline: Not all components have backline members but if there is any then

the support members can ask help from them before going to engineering.

e Engineering: When the support team can not solve a case, they escalate it to
engineering for help. The customer is in contact with the support team while
the support members are communicating with engineering. These complex
cases can remain open for a potentially longer period and sometimes because

of the slow communication.

e Management: The Management escalation are usually created on behalf of
the customer. It happens when the client has a non-technical problem, a non-
break /fix issue, when they are dissatisfied or the case is about a known product

limitation.

e Customer: This is the only type of escalation that is created by the customer.
They have an option to push a button when they would like to have more

attention.

4.2.6 Checking Account Health with Z-Scores

The company created a data-driven abnormality detection program that utilizes
the concept of Z-scores to understand a stable state of an account for identified
categories and compares it to the current state to determine if abnormalities exist
in that category.

Z-Score is a statistical measure that describes the position of a raw score in terms

of its distance from the mean, when measured in standard deviation units.

T —p
g

z = (4.1)

Equation shows the calculation for z-scores where = stands for the raw score,
i the mean and o the standard deviation.

In general, a Z-Score at or near 0 indicates the account is in its stable state.
As the Z-Score increases above 0, the higher it goes the more abnormal the current
activity is. If the Z-Score is going negative, it indicates that the abnormality is
phasing out and the account is either entering a new normal state or returning
completely to the original normal state.

For example, if a customer has created 4 support tickets over the course of a

month (1 on average a week), and suddenly creates 8 cases in the last week, this is
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abnormal and may warrant review. In this case, the Z-Score of this category will be
high and can indicate an area of concern.

The primary objective of this program is to provide an early indication of an
account that is having an abnormal experience and give directed guidance to what
is driving that experience.

There is a Total Z-Score value that summarizes the categories below which I
included in the initial feature list. The following list highlights the categories, with

a small description of why the category was chosen.

Case Volume - Increased volume may indicate activity that is going astray (new

installation, upgrade, use case deployment).

S1 Volume - Specific increases to S1 cases may indicate general instability within

an environment that needs additional attention.

Case Age - Increased age in cases may indicate issues with the product, which

require engineering and cause delays that are not customer driven.

Continuous S1 Volume - Identifies if cases are in an S1 state for a continuous
24, and 48 hour mark. As this event is rare; this has a significant impact on
the Z-Score.

Upgrade Tagged Cases - As our customers are required to move from legacy lines
to new CDP products, any upgrade related issues should be treated as high
priority

Customer Escalations - Increase in escalation volume can indicate pressure at
the customer site, or a major incident that may not be concentrated on a

single ticket.

4.2.7 Net Promoter Score

The company measures the satisfaction of its customers and I think it is valuable
to include the Net Promoter Score (NPS) when looking at the data. The NPS is
an index ranging from -100 to 100 that measures the willingness of customers to
recommend a company’s products or services to others. It is used as a proxy for
gauging the customer’s overall satisfaction with a company’s product or service and
the customer’s loyalty to the brand. Sadly not all the clients are responding to the

survey so there are many missing records for NPS score.
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4.2.8 Account size

It is a challenge to measure the size of a customer. It can be determined based on the
number of tickets, or the number of cluster nodes, cores, and the amount of money
that they are spending. The spent amount would not be the best for modeling as a
1 dollar difference could confuse the model although those customers are within the
same order of magnitude. The best approach would be to categorize the size of the
clients. The company keeps track of an account’s journey stage which represents
the progression of the account over time, including the steps by which they progress
from prospects to customers. We distinguish six different types individually for each
account (both the LOB and the logo accounts).

4.2.9 Sales information

In the sales account table, there is information about the customer’s geography and
sales territory. For the US Government Support group, the candidates should have
‘Public Sector’ as the sales region but I also included this field for the Premier model.
The other requirement was to exclude educational industries. Hence, from the sales
table, the following fields were imported: sales region, industry, account type, and
account segmentation. The last two attributes were suggested by one of the team

leaders. These are all categorical features that need to be encoded for the modeling.

4.2.10 Entitlement - Opportunity

Entitlements represent the units of customer support with the provided level and
type. Based on the entitlements, it can be decided whether a customer is eligible for
the requested service or not . Opportunities are past sales or pending deals managed
by the sales team. Both belong to accounts and in theory, without an opportunity,
there would be no entitlement but they are not well-documented in the system and
there could be some missing records. That is the reason why I would investigate
entitlements and opportunities and if needed, combine these two fields.

As for entitlements, I looked at the current active entitlements, the total number
during the customer’s journey, and the months that passed since the first enti-
tlement. The last attribute shows the time since the client is working with the
company.

I split the opportunities based on the involved products and created boolean

variables for example, whether they have legacy opportunities or CDP opportunities.
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4.2.11 Clusters

A cluster means a set of hosts running independent services. Each client uses clusters
on which they run the software but the exact number of machines is unknown
unless the client sends diagnostic bundles or shares this information. This is why
the company does not know every detail about the consumer’s environment. The
computers in the cluster are called nodes and the processor CPU-cores are referred
to as ‘cores’ in the feature names. I separated the production and non-production
clusters and counted the totals for clusters and their nodes. There is a table available
with the CDSW cluster technical information. Besides the specifications of the

environment, the cloud usage for each account is also tracked.

4.3 Data Exploration

After identifying the available data and determining the initial features, the next
phase is to explore the quality and the possible steps for data preparation.

For checking the statistics of each attribute, I needed to gather the data together.
There were four views created in Impala: cases, escalations, accounts and case
comments information. For the view of the cases, I gathered the number of cases
created and closed, the number of cases with severity types, the average days open,
and days to solve in different time periods (last 3, 6, and 12 months) along with
the total case counts in the existing products. I combined the count of escalation
types with the distinct case owners into the second view. The case comment table
is much bigger than the other tables since each ticket belongs to 1 to 4000 rows.
The fourth view is for account details including sales region, industry, account type,
segmentation, number of clusters, nodes and cores, number of entitlements, and the
booleans whether they have opportunities.

If T would like to start to investigate the data in the different tables, I would
realize that there are many missing values. But for business reasons, I am not
interested in customers who have not created any tickets in the last few months as
they are not active. Hence, the four tables were inner merged based on the account
id. This way only the customers with created cases in the last year were kept. This
leaves 418 Premier possible accounts and 83 US Government Support candidates.

There were no missing values for the number of created cases, account details but
the cases are often not escalated thus for the Premier group 343 rows, for the US 78
records are missing. In practice, this results in them not having any escalations so
we could fill these attributes with zeros. This could be the appropriate action for the
cluster details and units consumed. In Figure [4.7] are visible all the attributes that

may have Null or NaN values. 296 records are not filled for the active subscription
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which is a boolean variable so if it is empty we can conclude that they do not own

any entitlements. In the escalation attributes, 293 to 343 rows are missing.

cust_esc_per_case_last_3_months 343  current_journey_stage 0
backl_esc_per_case_last_3_months 343 current_logo_journey_stage 0
mgmt_esc_per_case_last_3_months 343 active_entitlements [%}
eng_esc_per_case_last_3_months 343 total_entitlements_ever 5}
cust_esc_per_case_last_6_months 334 months_since_entitlement 1
backl_esc_per_case_last_6_months 334 nps_score 121
mgmt_esc_per_case_last_6_months 334 zs_total [%}
eng_esc_per_case_last_6_months 334 num_contact 55
cust_esc_per_case_last_12_months 293 prod_clusters 5}
backl_esc_per_case_last_12_months 293 non_prod_clusters 0
mgmt_esc_per_case_last_12_months 293 prod_cluster_nodes 5}
eng_esc_per_case_last_12_months 293 non_prod_cluster_nodes %}
avg_cldr_comments_last_3_months 2} cdp_total_units_consumed 373
avg_cust_comments_last_3_months 2} total_cdsw_cluster_cores 376
avg_cldr_comments_last_6_months 2} total_cdsw_cluster_nodes 376
avg_cust_comments_last_6_months %) has_active_cdp_subscription 296
avg_cldr_comments_last_12_months %} has_cdp_opportunity [%}
avg_cust_comments_last_12_months 2} has_legacy_opportunity %}

Figure 4.7: Number of missing values in Premier

Figure describes the statistics for NPS Scores and total Z-Scores. The left
table shows the Premier Support accounts and the candidates while the right displays
the US Government Support customers and its candidates. One difference is that
while the NPS Score’s minimum in the left table is -100, it is 0 in the right which
means that the customers are not as satisfied in the left group as they are in the
right group. Many records are missing in the NPS Score compared to the Z-Scores
field probably because it is a newly introduced metric and not all the customers are
willing to fill out the survey. It can be included in the Premier model but most

likely I did not use it as a feature in the US Government model.

nps_score zs_total nps_score zs_total

count 297.000000 418.000000 count  2.000000 83.000000
mean 74.958552  2.472276 mean 50.000000 0.904581
std 39.378958  8.356658 std 70.710678 4.267893

min -100.000000 -3.275512 min  0.000000 -0.924980

25% 66.666667  0.000000 25% 25.000000 0.000000

50% 97.058824  0.000000 50% 50.000000 0.000000

75% 100.000000 1.683914  75% 75.000000 0.000000

max 100.000000 110.211027  max 100.000000 35.795717

Figure 4.8: Net Promoter Score and Z-Score exploration
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4.4 Challenges

4.4.1 Missing history

The first conspicuous issue occurred while checking the first records in Premier
support. It was fascinating that most of the clients were moved to Premier in the
same month but this issue was not visible for the Government support clients. In
Figure [4.9 both bar charts have the same date frame and the orange bars show
the active client number in each month. While 4.9al has some active customers in
October 2019, has no active customers in Premier. October 2019 was the first
month with Premier Support records but in the next month (November 2019) this

number has highly increased.

Number of Government Support Clients

2019-08

2019-09 |
(e ——
2019-11 |
2019-12 |
2020-01, B
2020-0 |
2020-03 |
2020-04 |
2020-05 |
2020-06 |
2020-07 |
2020-0 |

(a) US Government

Number of Premier Support Clients
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2015-09
B e ——

2019-11 |

2019-12 |

2020-1 |1

2020-02 |

2020-03 |

2020-04 |

2020-05 |

2020-06 |

202007 |

2020-05 |

(b) Premier

Figure 4.9: The number of clients in the support groups

The reason behind this issue revealed soon itself after understanding what hap-
pened when Cloudera merged with Hortonworks. The official merger happened in
February 2019 but the two companies’ data migration to have historical data from
both sides happened later only in November 2019. The name ‘Premier’ came from
the legacy Hortonworks while legacy Cloudera had a different name for the dedicated

support team offering.

33



Thus, before November 2019, Premier Support did not exist so a different way
was needed to track who and when were moved to Premier Support. Luckily, the
company has records of sales activity and the support renewals or changes can be

found in the databases. It was much harder to extract the start date this way.

4.4.2 Balanced - imbalanced data set

Knowing if we deal with balanced or imbalanced data in the Machine Learning world
is crucial as the whole project can be useless without this information. This project
is a classification problem when the goal is to decide whether an account is eligible
for the specialized support group. For unsupervised learning problems, it would not
cause any issue.

When a classification has 99% accuracy the user concludes that the build was
successful, the model is well-trained, and can determine the right classes. However,
if the data set is imbalanced and from 100 records only 1 is in the A class and the
other 99 are in the B, the model will predict all records to be in the B class which
will lead to a 99% accuracy.

In the US Government Support group, 58% of the records are currently flagged
with the special support and 42% of the accounts are candidates. This data set can
be interpreted as balanced. In contrast, the candidates in the Premier data set are
the majority class with 92% and the currently active Premier accounts are only 8%

of the records leading to imbalanced data.

Solutions

There are many solutions in the related literature for dealing with imbalanced data
sets [I3][14]. The following techniques

1. Changing the weight of each class can be another solution for classification

models.
2. Threshold adjusting is a manual way for balancing.
3. Resampling techniques can also help to balance the data set:

e Undersampling means that eliminating some records from the majority

class can lead to information loss.

e Oversampling means generating new records for the minority class that

may cause the classifier to overfit.
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Before creating the models for the Premier data set it is necessary to use any of
the above solutions to balance the data. Otherwise, a great accuracy model can be

achieved without being useful in business life.
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Chapter 5
Data Preparation

The goal of the Data Preparation phase is to refine the available data and prepare
it for modeling. This step is the most important sincse without the right data,

building a good model is not easy thus it can require a long time.

5.1 Transform data

5.1.1 Missing data

Handling missing values has a huge impact on the robustness of future models.
Many machine learning algorithms do not support null values hence every data
analyst should work with empty rows.

There are many ways for dealing with missing values. The first method is deleting
every row that has nulls but this could cause information loss. Another technique
is to fill in the empty records with some values such as mean or median. When the
attribute is categorical the user could create a new category for the missing values.

In the Premier and US Government data sets, there were some missing records
as can be seen in Figure Fortunately, the company database is well-maintained
and not filled with messy data thus the reason behind the Null or NaN values was
the non-existence. When a case is not escalated, it does not have any number of
escalations. When a customer is not using CDP products, they will not consume
any cloud units. With these fields, the method was to fill them with zeros. There
was one customer without months since entitlement but after merging the accounts
with the cases table that row disappeared.

The exceptions are the number of contacts and the NPS Score. The NPS Score
was filled with the mean which is 75 for the Premier data set and the field was
dropped for the US Government as there were only two records so the majority was

missing. The rows with an empty number of contacts were dropped because that
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would indicate that the customer is not contacting the support. If that is the issue

it is not relevant from the business perspective.

5.1.2 Categorical variables

In the feature set, there were ten categorical variables where the binary variables
have two values: false or true. These can be used as numerical attributes where 0
represents false and 1 means true. The only step was to convert the boolean type to
integer. The non-binary features such as account type, segmentation, sales region,
and industry are strings thus they should be converted to numerical before using
them in the machine learning models.

Encoding means that the categorical variables will be represented with a number.
This step is essential as many algorithms are not able to handle other value types
than numbers. The most widely used techniques for categorical variable encoding are
Ordinal Coding and One Hot Coding. Ordinal coding does not create new columns,
it changes the existing values by assigning an integer to each category. The drawback
of using ordinal coding it could mislead the model with a non-existing order between
the categories. The other popular technique is One Hot Coding where a new column
is created for each category as a binary variable where 0 represents the absence and
1 shows the presence of the category. This method can greatly increase the feature
set size depending on the number of distinct values [15].

Account type, account segmentation, and sales region all have four distinct cate-
gories and the industry contains 12 sub-categories. For the Premier group, all values
are included but the initial requirement for US Secure candidates was to only inves-
tigate the Public Sector sales region and the potential customers should not work in
the educational industry. After eliminating the missing values, merging the tables,
and encoding the variables there were 24 new columns added to the Premier data
and 13 new features were created for the US Secure group. The original attributes

can be dropped and a result is a data set with only numerical variables.

5.1.3 Numerical variables

After eliminating the missing records from the numerical variables, the next im-
portant task is to determine whether scaling is necessary. Some machine learning
algorithms are insensitive to feature scaling such as decision trees but the perfor-
mance of other models depends significantly on the records. These models are mostly
either calculating distances between data points or they are using gradient descent

optimization techniques.
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Scaling techniques

There are multiple scaling methods such as normalization and standardization. Us-
ing them before building machine learning models can help improve the perfor-
mance [16].

Normalization (Min-Max scaling) is a scaling technique where the rescaled fea-
ture values range from 0 to 1. Equation describes the formula for normalization
using the minimum and maximum values of the feature.

= e o o)

Standardization (or Z-score normalization) is the process of rescaling the values
to center them around the mean with a unit standard deviation. This technique
can be helpful when the data follows a Gaussian distribution. The formula for
standardization is the same as the Z-Score calculation shown in equation The
standardized value is simply the raw score minus the population mean, divided by
the population standard deviation.

Both methods are available in Python after importing the scikit-learn prepro-
cessing package. MinMaxScaler and StandardScaler were fit on the training set and

for the validation and test data, the transform function was used.

5.1.4 Balancing

Contrary to the US Government data, the Premier set was imbalanced. Building a
model on the Premier data set could create an illusion of a well-performing model.
For handling imbalanced data sets, there is a library called imbalanced-learn avail-
able in Python. This package includes approaches for resampling techniques. For
undersampling the RandomUnderSampler and for oversampling the SMOTE algo-
rithm was tested.

SMOTE stands for Synthetic Minority Over-sampling Technique and it has been
designed to generate new samples for the minority class. This method creates ‘syn-
thetic’ examples instead of duplicating records. These samples are generated in the

following way:
1. Take the difference between the feature vector sample and its nearest neighbor
2. Multiply this by a random number between 0 and 1
3. Add the result to the current feature vector sample

These steps cause the selection of a random point between two specific features.
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The RandomUnderSample method removes samples randomly from the major-
ity class until the minority reaches the desired rate between the minority and the
majority class [17].

Both techniques were tried out on the Premier data set and then each model was

built on two types of data.

5.2 Feature Analysis

The Feature Analysis phase includes analyzing the correlation between the variables
and the target variable and selecting the relevant features for the models. The model

performance could increase significantly with the right feature set.

5.2.1 Feature selection techniques

Usually running the machine learning models with the initial feature set does not
result in the best model performance. Selecting the relevant features for the current
problem and discarding the irrelevant ones can help to build a useful model. High
dimensionally models have a long training time and risk for overfitting. Choosing
the right feature selection method is not an easy task and it is always important to
check the effectiveness of the selected variables. The following three main categories
are distinguished based on the relationship between the feature selection and the

machine learning algorithm [18] [19].

e Filter methods: Filter methods use univariate statistics to pick the features

as a preprocessing step before training any model.

e Wrapper methods: These methods involve machine learning algorithms and
try to select variables by evaluating all combinations of features for better

performance.

e Embedded methods: Embedded methods take into account the model’s

feature importance during training.

Figure describes the above-mentioned methods with their advantages, disad-
vantages, and a few examples.

Information Gain, Variance Inflation Factor, Chi-Square Test, and Recursive
Feature Elimination techniques will be introduced from filter and wrapper methods

as these were tested during this project.
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Method Advantages Disadvantages Examples

Filter

Independence of the ~ No interaction with Consistency-based
" = classifier the classifier CFS
Filter Classifier Lower computational INTERACT
cost than wrappers ReliefF
Fast My
Good generalization Information Gain
ability mRMR

Interaction with the Classifier-dependent  FS-Percepton
classifier selection

Embedded
Classifi Lower computational SVM-RFE
o cost than wrappers

Captures feature

dependencies
Wrapper
Wrapper Interaction with the ~ Computationally Wrapper-C4.5
T classifier expensive
—— —| Captures feature Risk of overfitting Wrapper SVM
dependencies
Classifier-dependent

selection

Figure 5.1: Feature selection techniques

Source: [18]

Information Gain

Information Gain is a univariate feature selection technique. Mutual information
measures the amount of information shared by two variables and therefore, the de-
pendence of one variable on another. If X and Y are two independent variables, they
do not share any information. With machine learning, maximizing the information

would be the goal as there is a dependence between the features and the target. [20)]

Variance Inflation Factor

Variance Inflation Factor (VIF) is a statistical method to check whether the given
data set has multicollinearity. This means that there are multiple highly correlated
variables and they contain similar information. These features can cause unreliable
models and weak performance. The calculation formula is shown in equation [5.2

where R? is the coefficient of determination for the i variable [21].

1

IF, = —
VIki=1"p

(5.2)

In general, a VIF; value greater than 10 shows that there is multicollinearity in
the data set.
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Chi-Square Test

Another feature selection method, the Chi-square test, is used to provide information
on whether a significant relationship exists between two categorical features in the

data set. It is a statistical test with two hypotheses:
e Null Hypothesis: There is no relationship between the two variables
e Alternate Hypothesis: There is a relationship between the two variables

The formula for chi-square is provided in equation where O represents the ob-

served data and E means expected data [22].

=) ©O-E7 _EE) (5.3)

The Chi-Square Test as a statistical test uses the chi-square table to calculate
the p-value. The significance level is usually chosen to be 5%. When the p-value test
result is lower than the significance level (0.05), the null hypothesis can be rejected
thus there is a relationship between the variables. The other use case is to check the
chi-square scores without p-values. The higher the chi-square value the higher the
relationship between the variables. The model results can be improved by selecting

the features with high chi-square values.

Recursive Feature Elimination

The Recursive Feature Elimination (RFE) is a wrapper method that performs fea-
ture selection by iteratively training a model and eliminating the least important
features. It has a parameter for the desired number of features and the algorithm
is running until it reaches this value. The estimator provides information about the

feature importance by assigning weights to the variables.

5.2.2 Feature selection
Categorical features

The impactful categorical features were selected with the help of the Chi-Square
Test. Table shows the remaining categorical variables for both groups where the
only common attribute is the Named account segmentation.

The first approach was to analyze whether the Chi-Square Test null hypothesis
can be rejected. This can be checked in a for cycle showed in Figure [5.2]

The hypothesis test for the US Government group found two features that have
a relationship with the target. The target variable is the flag whether they are

currently in the US Goverment support. These were the is_first class customer
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Table 5.1: Categorical features

Feature Name Premier | US Gov

is first class customer? v

A

has legacy opportunity?

account segment - Strategic

AN

account segment - Named

account segment - Commercial

industry - Banking...

industry - Telecom...

NNEASAYAYRS

infustry - Manufacturing..

categorical_columns = X_cat.columns
chi2_check = []
for i in categorical_columns:
if chi2_contingency(pd.crosstab( y_cat, X_cat[i]) )[1] < ©6.85:
chi2_check.append(

else:
chi2_check.append( )
result = pd.DataFrame(data = [categorical_columns, chi2_check]).T
result.columns = [ , ]

Figure 5.2: Chi-Square Test in Python

boolean and one of the account segmentation encoded variables. The two null hy-
pothesis rejections are shown in Figure [5.3|

The other calculation was created with the SelectKBest library that allows the
user to set the score function to chi-square and it has fit and transform functions.
When printing the top 10 scores and feature names out, the first two features with
the highest numbers were the same as in Figure [5.3]

The difference is that while the hypothesis test would drop each variable where
the p-value does not reach the significance level, looking at the scores can help to
identify the ranking between the features. Figure[5.4/shows the top 10 features based
on the chi-square value. There is a bigger gap between the first two variables and
the third score. As the last feature selection technique will be based on a machine
learning algorithm, more categorical features were kept than the few suggested by

the hypothesis test.

Numerical features

In the feature set, there were more than 80 numerical variables. Eliminating the
non-important features could help decrease multicollinearity and increase perfor-

mance. The first feature selection was carried out using the Mutual Information
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Feature Name Hypothesis

is_ibm Fail to Reject Null Hypothesis

is_on_cal Fail to Reject Null Hypothesis

is_first_class_customer Reject Null Hypothesis
has_cdp_opportunity Fail to Reject Null Hypothesis
has_legacy_opportunity Fail to Reject Null Hypothesis
has_active_cdp_subscription Fail to Reject Null Hypothesis
account_type_Customer Fail to Reject Null Hypothesis
account_type_Support Only Account Fail to Reject Null Hypothesis

industry_Banking, Finance & Insurance Fail to Reject Null Hypothesis

O 00 N oA W N 2 O

industry_Bus, Legal, Consulting & Misc Services Fail to Reject Null Hypothesis
10 industry_HealthCare, Pharma & Biotech Fail to Reject Null Hypothesis
11 industry_Manufacturing & Automotive Fail to Reject Null Hypothesis

12 industry_Natural Resources: Energy, Utilities,... Fail to Reject Null Hypothesis

13 industry_Telecom, Media & Broadcasting Fail to Reject Null Hypothesis
14 industry_US Government (Federal) Fail to Reject Null Hypothesis
15 industry_US Government (State & Local) Fail to Reject Null Hypothesis
16 account_segment_Commercial Fail to Reject Null Hypothesis
17 account_segment_Named Fail to Reject Null Hypothesis
18 account_segment_Strategic Reject Null Hypothesis

Figure 5.3: Chi-Square Test for US Government group

Features Score

is_first_class_customer 9.388547
account_segment_Strategic 6.577047

account_segment_Named 1.557862
account_segment_Commercial 1.520623

industry_HealthCare, Pharma & Biotech 1.4908651
industry_Natural Resources: Energy, Utilities,... 1.424242
industry_Telecom, Media & Broadcasting 1.424242
industry_Bus, Legal, Consulting & Misc Services 0.702128
industry_Manufacturing & Automotive ©.702128

industry_US Government (Federal) ©.637945

Figure 5.4: Chi-Square Scores for US Government group

Gain filter method where 30 features were kept with the highest scores. Using the
mutual_info_ classif library in Python, as can be seen in Figure [5.5] made it easier
to calculate the information score for each variable and then only keep the 30 largest
scores. The most informative feature was the months since_ entitlement as visible
in Figure [5.6]

The second feature selection technique was calculating the VIF value for each
attribute. There is a variance_inflation_factor() in Python, shown in Figure ,
that allows the user to easily calculate the VIF value for each attribute.

The features with the highest scores were eliminated iteratively to reduce multi-
collinearity. For example, in the initial data set the number of cases created in the
last three months, six months, and twelve months were included. The VIF value for

these variables was high so new features were created such as created cases in the
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importances = mutual_info_classif(X_num, y_num)

feat_importances = pd.Series(importances, X_num.columns).sort_values(ascending = False)
feat_importances.nlargest(30).plot(kind = 'barh',color = 'teal')
top3@features=feat_importances.nlargest(30).keys()

Figure 5.5: Mutual Information Gain in Python

avg_case_owners_last_6_months
avg_cust_comments_last_6_months
avg_mgmt_esc_per_case_last_6_months
avg_case_owners_last_3_months
prod_cluster_nodes
s3_cases_created_last_12_months
close_rate_last_6_months
avg_case_owners_last_12_months
cases_created_last_6_months
s2_cases_created_last_12_months
other_cases
avg_cust_esc_per_case_last_3_months
non_prod_clusters
avg_cldr_comments_last_6_months
s3_per_cases_last_6_months
avg_eng_esc_per_case_last_12_months
hdp_cases
s2_cases_created_last_3_months
data_cases

total_cases

close_rate_last_3_months
avg_days_to_solve_last_12_months
avg_days_open_last_12_months
num_contact

current_journey_stage
avg_days_open_last_6_months
s2_per_cases_last_12_months
current_logo_journey_stage
s3_cases_created_last_6_months
months_since_entitlement

0.

o

0 0.05 0.10 0.15 0.20

Figure 5.6: Mutual Information Gain - top 30 features

last three months compared to the previous six months, the number of S1 cases per
case, and close rate for the given time period. These new features had lower VIF
values.

The Recursive Feature Elimination was tried out on different models. The feature
set in the best-performing model was considered the final feature set. RFE is one
of the scikit-learn feature selection methods and has a fit() function to recursively
select the relevant features for a chosen model, as shown in Figure It has a
parameter that allows determining the desired number of features. 10, 15, and 20
features were tested during this project. Only the algorithms that have coef or

feature _importances  attributes can be used with RFE.

# _______________________________

#Variance Inflation Factor (VIF)

# _______________________________

vif_info = pd.DataFrame()

vif_info[ 'VIF'] = [variance_inflation_factor(X.values, i) for i in range(X.shape[1])]

vif_info[ 'Column'] = X.columns
vif_info.sort_values('VIF', ascending=False)

Figure 5.7: Variance Inflation Factor in Python
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rfe_selector = RFE(estimator=LogisticRegression(), n_features_to_select = 15)
rfe_selector = RFE(estimator=RandomForestClassifier(), n_features_to_select = 15)
rfe_selector = RFE(estimator=GradientBoostingClassifier(), n_features_to_select = 15)
rfe_selector.fit(X,y_num)

X.columns[rfe_selector.get_support()]

Figure 5.8: Recursive Feature Elimination in Python

Feature set

Table 5.2: Final feature sets

Feature Name Type | Premier | US Gov

Support Activity

# S1 cases created (12 months)
# S2 cases created (12 months)
# S3 cases created (6 months)

# S3 cases created (12 months)
# S2 cases / # cases (6 months)
# S2 cases / # cases (12 months)
# S3 cases / # cases (6 months)
Close rate (12 months)

Avg. Days to Solve (12 months)

AN

ANRNENEN

ANRAYANA

AN

Avg. Days Open (6 months)

z|z|z|z|z|z|z|z|=z|=z|=
SESTS

A

Avg. Case owners (12 months)

Customer information

A

Months since entitlement

Current account journey stage

AN AN

Current logo account journey stage

Number of contacts

Number of total cases

Number of other type cases

ANRNENENEN
A

Has legacy opportunity?

Is first class customer?

AN

Account Segment - Named

Industry - Banking...

Industry - Telecom...

Qlalalalalalzlz{Zz2|1z21=z|=2

SISSS

Industry - Manufacturing..

Cluster information

2
A
S

# Non-production Cluster Nodes
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After selecting the variables that led to the best-performing models the final list
of features is provided in Table[5.2] for both the Premier and US Government groups.

The feature type can be either categorical (C) or numerical (N).

For the Premier group, the correlation between the final numerical features and

target variable can be seen in Figure [5.9] This shows that the following variables

are highly correlated with each other and they are not the target variable:

s2_cases_created_last_ 12 _months with s3 cases created_last 6 months
s2 per cases_last 6 months with s2 per cases last 12 months
avg_days to_solve_last 12 months with avg days_ open_ last 6 months
s2 cases_created_last 12 months with total cases

s8 cases_created_last 6 months with total cases

months_since_entitlement
s3_cases_created_last_6_months 0.8
current_logo_journey_stage
s2_per_cases_last_12_months
other_cases 0.4
avg_days_open_last_6_months
avg_days_to_solve_last_12_months -
num_contact 0.0
total_cases

s2_cases_created_last_12_months

s3_per_cases_last_6_months -0.4

s2_per_cases_last_6_months

non_prod_cluster_nodes
is_premier_account -0.8

other_cases

total_cases

num_contact
is_premier_account

non_prod_cluster_nodes

months_since_entitlement
current_logo_journey_stage

s2_per_cases_last_12_months

s3_cases_created_last_6_months
avg_days_open_last_6_months
s3_per_cases_last_6_months
s2_per_cases_last_6_months

s2_cases_created_last_12_months

avg_days_to_solve_last_12_months

Figure 5.9: Correlation between final numerical features and target
(is_ premier account) variable - Premier

Usually, when the correlation between two numerical variables is greater than 0.7,

there is a chance for multicollinearity. The VIF value is used for checking whether
the data set has multicollinearity. In Figure are the VIF values for the final

features and every score is under 10 thus the feature set will remain even if there is

a correlation between some variables.
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VIF Column

11 8.328046 s2_per_cases_last_6_months
9 7.301469 s2_cases_created_last_12_months
8 6.971673 total_cases
3 4.818004 s2_per_cases_last_12_months
10 4.738012 s3_per_cases_last_6_months
1 4.548068  s3_cases_created_last_6_months
6 3.944061 avg_days_to_solve_last_12_months
5 3.810972 avg_days_open_last_6_months
4 2.388840 other_cases
7 2.327753 num_contact
0 1.653070 months_since_entitlement
12 1.262287 non_prod_cluster_nodes
2 1.175665 current_logo_journey_stage

Figure 5.10: VIF values of the final numerical features - Premier

VIF Column

11 8.887562 s3_cases_created_last_12_months
1 7.975683  s3_cases_created_last_6_months

13 6.188577 avg_case_owners_last_12_months

7 5.551778 s2_cases_created_last_12_months
9 3.483018 total_cases
3 3.322289 s2_per_cases_last_12_months
8 3.253638 s3_per_cases_last_6_months
4 2910127 avg_days_open_last_6_months

10 2.872614 avg_days_to_solve_last_12_months
12 2.048471 s1_cases_created_last_12_months

14 1.976393 current_journey_stage
2 1.966562 current_logo_journey_stage
6 1.283325 non_prod_clusters
5 1.231598 close_rate_last_12_months
0 1.227282 months_since_entitlement

Figure 5.11: VIF values of the final numerical features - US Government

Figure shows the variance inflation factors for the selected attributes for the
US Government and every score is below 10.

In Figure [5.12]is the heatmap for these final features. The following features are
highly correlated on the figure:

e s3 cases_created_last 12 months with s3 cases created_last 6 months

e avg days to_solve last 12 months with avg days open_ last 6 months

e s2 cases created_last 12 months with avg case_owners_last 12 months
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months_since_entitlement
s3_cases_created_last_6_months
current_logo_journey_stage
s2_per_cases_last_12_months
avg_days_open_last_6_months
close_rate_last_12_months
non_prod_clusters
s2_cases_created_last_12_months
s3_per_cases_last_6_months
total_cases
avg_days_to_solve_last_12_months
s3_cases_created_last_12_months
s1_cases_created_last_12_months
avg_case_owners_last_12_months
current_journey_stage

is_us_secure_account

Figure 5.12:

months_since_entitlement

]

s3_cases_created_last_6_months

current_logo_journey_stage

s2_per_cases_last_12_months

avg_days_open_last_6_months

close_rate_last_12_months
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Chapter 6

Modeling

6.1 Machine Learning techniques

For this project, multiple supervised learning models were tried out. The target
variable is a boolean whether the account is eligible for the specialized support
groups. Predicting the complexity of customer complaints means forecasting the
customers who could move to a higher support category.

The solution requires a classification algorithm that can decide whether the ac-
counts belong to class 0 or class 1. These classifiers were used to build models:
Random Forest Classifier, Gradient Boosting Classifier, Support Vector Machine,
and Logistic Regression. All of these four classifiers are widely known. Two of them

are ensemble methods based on decision trees with bagging or boosting techniques.

Decision Tree

A decision tree uses a tree-like graph decision. Take the decision tree as a logical
function. The input to the function is the subject or all attributes of the situation,
and the output is a ‘yes’ or ‘no’ decision value. In Figure we can observe the
general structure with example questions from the feature set where eligible shows
the ‘yes’ desicion and not eligible represents the ‘no’ output.

In the decision tree, each tree node corresponds to a property test, each leaf node
corresponds to a logical value, and each branch corresponds to a possible value of
the test attribute [23].

6.1.1 Random Forest Classifier

Random Forest is an easy-to-use, flexible, simple Machine Learning algorithm that
gives often successful prediction [25]. The formula was developed by Leo Breiman.

As the base components are tree-structured predictors, and since each of these is
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Eligible

Mot Eligible ‘

Figure 6.1: A decision tree structure example

constructed using an injection of randomness, the method is called ‘random forest’.
The algorithm builds multiple decision trees and then aggregates the votes from the
decision trees to get the final vote. We can observe the structure of the algorithm

in Figure|6.2]

Input vector

{x1,X2,...,.Xn}
Tree 1 Tree 2 ; Tree n
T Ty
| k1 k2 kn

Classification: Voting
Regression: Averaging

Figure 6.2: Random Forest algorithm
Source: [24)

The algorithm steps are the follows:

1. Draw n bootstrap samples from the original data. The maximum number of

samples can be determined by the max samples parameter.

2. For each of the bootstrap samples, grow a classification tree, with the following
modification: at each node, rather than choosing the best split among all
predictors, randomly sample m of the predictors and choose the best separation

based on those variables.

3. Predict new data by aggregating the predictions of n trees majority votes for

classification [26].
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The performance of the model can be optimized with hyperparameter tuning,
which means that parameters are set before training. Scikit-learn implements sen-
sible default hyperparameters, but these are not always optimal for the problem.
Determining the best collection of hyperparameters is a complex, time-consuming

task. The most important settings are the following:

e n_ estimators, the number of trees in the forest (ideally, the more trees there

are, the better the performance is);

e maz_depth, maximum depth of the trees (max. number of levels in each

decision tree);

e min_ samples_ split, the minimum number of samples required to split an in-

ternal node;

e min_samples leaf, the minimum number of samples required to be at a leaf

node.

6.1.2 Gradient Boosting Classifier

Gradient Boosting algorithm is a widely-used machine learning algorithm, due to
its efficiency, accuracy, and interpretability.

The random forests rely on simple averaging of models, which is called bagging.
The boosting methods are based on a different strategy. The main idea is to add
new models to the ensemble sequentially. At each particular iteration, a new weak,
base-learner model is trained concerning the previous error of the whole group [27].
If the error function is the classic squared-error loss, the learning procedure would
result in consecutive error-fitting. The researcher can choose the loss function.

The algorithm steps are the follows:
1. Calculate the predicted probability distribution based on the current model

2. Calculate the difference between the true probability distribution and the pre-
dicted probability distribution. (The goal is to minimize the total loss and for
each data point, we wish the predicted probability distribution to match the

true probability distribution as closely as possible)
3. Construct a decision tree
4. Predict the target label using all of the trees within the ensemble

5. Repeat until the number of iterations matches the number specified by the

hyperparameter (i.e. number of estimators)
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6. Once trained, use all of the trees in the ensemble to make a final prediction as

to the value of the target variable [28§].

To optimize the Gradient Boosting algorithm, hyperparameter tuning can be
applied. It is important to choose the parameters to avoid overfitting. The following

listing shows the most important parameters of Gradient Boosting:

e [earning rate shrinks the contribution of each tree by learning rate. There is

a trade-off between learning rate and n_ estimators.
e n_ estimators, the number of trees in the forest;

e maz_depth, maximum depth of the tree (max. number of levels in each deci-

sion tree).

6.1.3 Logistic Regression

Logistic Regression despite the name is a classification method with probabilities
between 0 and 1. The algorithm is based on the idea of modeling the odds of
belonging to class 1 using an exponential function in Equation [6.1] Instead of fitting
a straight line or hyperplane, the logistic regression model uses the logistic function.
The output of the linear equation is between 0 and 1 as shown in Figure [29].

fz) = (6.1)

10

08

0.6

04

02

0.0 -
-10 -5 0 5 10

X

Figure 6.3: Logistic Regression - Sigmoid function
Source: [20]

There are three types of logistic regression based on the target variable: Bi-

nary Logistic Regression where there are only two possible outcomes, Multinomial
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Logistic Regression with multiple categories, and Ordinal Logistic Regression with
multiple categories with ordering.
The following parameters can help with hyperparameter tuning the Logistic Re-

gression model.

e solvers which determines the underlying optimization technique such as ‘newton-

cg’, ‘Ibfgs’, ‘liblinear’, ‘sag’, ‘saga’.

e penalty specifies the norm of penalty that could be ‘none’: no penalty is added;

L2 or L1 penalty term, or both with the ‘elasticnet’.

e (' parameter represents the inverse of regularization strength, the smaller val-

ues specify stronger regularization.

6.1.4 Support Vector Machine

Support Vector Machine (SVM) is a supervised machine learning algorithm that
finds a hyperplane that creates a boundary between the types of data. Most of the
algorithms try to reduce the input space to a lower-dimensional one but the SVM
maps the input feature space to a much higher dimensional one [24].

The idea is to map the input space to a higher dimensional one where the sep-

aration of the different groups can be performed by a linear method, shown in

Figure [6.4]

¢ e o
=

Input space Feature space

Figure 6.4: Support Vector Machine
Source: [24]

Algorithmically, support vector machines build optimal separating boundaries
between data sets by solving a constrained quadratic optimization problem [30]. C-
Support Vector Classification (SVC) is the package based on the SVM package to

handle classification problems with a regularization parameter.
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The following parameters are the most important ones:

e fkernel function tells what is the similarity between data points in the feature

space. Possible values are ‘linear’, ‘poly’,‘rbf’, ‘sigmoid’

e gamma value how far the influence of an example reaches. Possible values are

‘rbf’, ‘poly’ and ‘sigmoid’.

o (' parameter represents the inverse of regularization strength, the smaller val-

ues specify stronger regularization [31].

6.2 Model building

Building the machine learning algorithm always starts with defining the train set and
test set. For hyperparameter tuning a validation set is also required. By definition,
the train set is the data on which the model is trained. The test data is used for the
final evaluation of the model. The validation set can help to tune the model and
set the parameters for better performance. There are many ways to create these
sets of data. The first step is to split the data into train and test set as shown
in Figure [6.5 The train and validation split can be performed with k-fold cross-

validation that will split the data to train and validation set k£ times and build the

.

|
: )

model in each iteration.

Training set ] ‘ Test set ‘
Training set ] ‘ Validation set ‘ ‘ Test set ‘

Figure 6.5: Train, validation, and test sets

There are daily snapshots of the customers’ current state thus the training and
validation set was different than in general. For the test and train data, a snapshot
date 2020-12-01" was used while for the validation the date '2021-05-01" was applied.
The train-test and validation were transformed separately and in the model building

phase, the train-test was split. During data preparation, the train-test set was fit

o4



and transformed with StandardScaler() and MinMazScaler() then the validation set
was scaled with the transform() function.

Scikit-learn has a train_ test split() function in Python that can randomly split
the data set by a given percentage. During this project, the test and train size rate
was 2:8.

Instead of using any kind of built-in cross-validation Python package, the hy-
perparameter tuning was performed manually. The cross-validation libraries are
splitting the train data into train and validation sets based on the number of splits.
However, they do not support the separate train and validation sets as an input.
The built-in packages have a number for the number of divided group. For exam-
ple, with 3-fold cross-validation, the data is divided into three parts and in the first
iteration, the model is trained on partl and part2 then evaluated on part3.

Figure shows the hyperparameter tuning for the Gradient Boosting Classifier
with the n_ estimators, learning rate, max _depth possible parameter values. Dur-
ing each iteration, a new parameter combination is investigated, and the accuracies
of the train and validation set are saved to a list. Finally, the results are compared

and the model is built with the best parameters and evaluated on the test set.

train_acc
valid_acc
paraml =[]
param2 =[]
param3 =[]
n_est_range=[5,50,100,150,200,250, 400, 500]
max_depth_range=[1,3,5,7,9]
learning_range = [0.01,0.1,1,10,100]
for paral in n_est_range:
for para2 in max_depth_range:
for para3 in learning_range:
log_reg = GradientBoostingClassifier(max_depth=para2,n_estimators=paral,
learning_rate=para3, random_state=42)

log_reg.fit(X_train, y_train)

paraml.append(paral)

param2.append(para2)

param3.append(para3)

train_acc.append(accuracy_score(y_train, log_reg.predict(X_train)))
valid_acc.append(accuracy_score(y_valid, log_reg.predict(X_valid)))

Figure 6.6: Gradient Boosting Hyperparameters

The same code snippet was used to perform the hyperparameter tuning for the
other three types of models. The Random Forest Classifier was tuned with the
max_ depth , n_ estimators, min_ samples_split, min_ samples_leaf shown in Fig-
ure [6.71

Figure shows the parameter ranges for the Logistic Regression with the
solvers, penalty, and C values. There is some limitation as the choice of the solver

is based on the penalty. ‘12’ is supported by any kind of solver.
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max_depth_range= [106, 20, 306, 48, 50, 60, 70, 80, 98, 100, None]
n_estimators_range= [50,75,100, 125,150, 200, 250, 400, 600, ]
min_samples_split_range= [2, 5, 10]

min_samples_leaf_range= [1, 2, 4]

Figure 6.7: Random Forest Classifier Hyperparameters

solvers_range = ['newton-cg', 'lbfgs', 'liblinear']
penalty = ['12"]
c_values_range = [160, 10, 1.8, 6.1, 0.091]

Figure 6.8: Logistic Regression Hyperparameter

The SVC model parameters are the C' value, gamma and kernel. The range with

the investigated values can be seen in Figure

C_range=[0.1, 1, 10, 188, 1000]
gamma_range=[1, 0.1, 0.01, ©.0061, 0.0001]
kernel_range = ['linear', 'poly', 'rbf', 'sigmoid']

Figure 6.9: SVC Hyperparameters
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Chapter 7

Evaluation

7.1 Evaluation metrics

To compare the model results with each other, some metrics are needed.

Confusion Matrix

A confusion matrix, also known as an error matrix, can help to evaluate the models
more easily. For binary classification, it is a 2x2 matrix, shown in Figure[7.I] It sum-

marizes the number of correct and incorrect predictions by counting the assessments

in each group.

Actual Values

Yes No
§ Yes True Positive False Positive
e,
>
o
0}
-
L
D
[}
a No False Negative True Negative

Figure 7.1: Confusion Matrix
Source: [32]

The accuracy, precision, recall, and F1 score can all be expressed from the number
of true positive (tp), false positive (fp), the total number of positive (p) results, and
the number of true negative (tn), false negative (fn) and the total number of negative

(n) results [32].
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Accuracy

Accuracy is the proportion of predictions that the model classified correctly. It is

defined by Equation
tp +1in

p+n

(7.1)

accuracy =

Precision

Precision the proportion of relevant instances among the retrieved instances. It

shows the correctly identified proportion as shown in Equation

tp
tp+ fp

(7.2)

precision =

Recall

Recall is also known as the true positive rate (TPR). It represents the proportion
of the total amount of relevant instances that were actually retrieved. Equation

shows how recall is expressed.

tp
tp+ fn

(7.3)

recall =

ROC Curve

The ROC curve (receiver operating characteristic curve) is a graphical method for
showing a ratio between the true positives and the false positives. The Area Under
the ROC Curve (AUC) provides another way for evaluating which model is bet-
ter [33]. If the model is perfect, then the AUC is one, and the ROC curve jumps
to one right at zero, while a bad-performing model (a no-skill predictor) leads to a
diagonal ROC.

7.2 Comparison

Table shows the best accuracies for the models and groups after applying the
hyperparameter tuning.

The Premier group was divided into oversampled and undersampled models. The
best-performing model was Gradient Boosting Classifier with SMOTE applied on the
data sets. The validation accuracy was 91% and the test accuracy was 93.8%. These
accuracies were reached with the following parameters: the number of estimators =
50, maximum depth = 5, and the learning rate = 1.0. For the undersampled data,

the best model was Random Forest Classifier with 83.3% accuracy. Comparing the
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Premier models, this 83.3% is the fifth best model. All the oversampled models
performed better than the undersampled.

For the US Government group, the best-performing model was a Gradient Boost-
ing Classifier trained on data, that was scaled with StandardScaler(), with 90.3%
test accuracy and 91% validation accuracy. There were two different parameter sets
that performed with the same accuracies. The number of estimators was either 100
or 150, with a maximum depth and learning rate of 1. The second best model had

normalized training data and the test accuracy was 87.5%.

Table 7.1: Accuracy of the best-performing models

Model Name Validation accuracy | Test accuracy
Premier with Oversampling

Gradient Boosting Classifier 0.910 0.938
Random Forest Classifier 0.866 0.910
Logistic Regression 0.883 0.896
Support Vector Machine 0.881 0.881
Premier with Undersampling

Gradient Boosting Classifier 0.883 0.667
Random Forest Classifier 0.833 0.833
Logistic Regression 0.733 0.750
Support Vector Machine 0.850 0.667
US Government with Standardization

Gradient Boosting Classifier 0.903 0.910
Random Forest Classifier 0.872 0.813
Logistic Regression 0.769 0.625
Support Vector Machine 0.808 0.688
US Government with Normalization

Gradient Boosting Classifier 0.872 0.875
Random Forest Classifier 0.833 0.813
Logistic Regression 0.731 0.625
Support Vector Machine 0.846 0.838
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The ROC Curve for the Premier Gradient Boosting Classifier can be seen in
Figure [7.2] The orange curve on the chart is really close to the perfect model. The
area under this ROC curve is 0.983.
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Figure 7.2: ROC curve - Premier

Although the US Government ROC curve is not as good as the best model for
Premier it is tending towards the upper left corner in Figure 7.3 The area under

this ROC curve is 0.931.
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Figure 7.3: ROC curve - US Government
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Chapter 8
Deployment

In the Modeling chapter, two well-performing models were built: one for the Premier
group and their candidates and the other for the US Government and potential
joiners. There are multiple ways to deliver the results to the stakeholders.

Besides the train-test and validation data sets, prediction data was also created
and transformed the same way as the other two tables. The snapshot date for the
prediction table was ‘2021-11-01". The main idea is to predict the customers with
the current state to look who can be eligible for a support extension. If an accounts’
probability is above 70% and it is not currently flagged with either of the support

group the account id should be saved for later.

‘ Candidate Modeling ‘

|

‘ Case Volume Prediction ‘

|

‘ Tableau visualization ‘

Figure 8.1: Deployment steps

The flow chart of the steps for deployment is visible in Figure 8.1} The first task
is to run the models for both groups and save the account names or ids into a table
where the likelihood reaches a baseline (currently 70%).

In the second step is the case volume prediction performed. The forecasting
model looks at the total numbers, the product level, and also account level volumes.
The improvement is to predict volumes for customers who are not currently flagged

with special support.
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The third task is to visualize the numbers for potential accounts. The challenge
was to show the total numbers for currently flagged accounts and have an opportu-
nity to select individual accounts with their additional volumes. The solution was
to restructure the underlying table to have a type field that indicates whether this
is candidate modeling. By selecting type ‘Premier’ or ‘US Government’ the account
list will only show the currently flagged names. By selecting type ‘Non-Premier’ or
‘Non-US Government’ the account list will include the clients without the flags. A
total number is calculated and added for the non-flagged types thus the stakeholders

can plan the future by looking at the current number with additional volumes. A

realization can be seen in Figure [8.2

| HIDE
FILTERS

Type Account Name Product Pillar
(® NON-PREMIER |ALL- Premier ~ | [ToTAL ~ | [ToTAL -
PREMIER I

ALL - Premier
All Potential Candidates
Account Name 1

Account Name 2
Account Name 3

EAASNR

Figure 8.2: Tableau visualization - Account selection

A future development idea is to include the probabilities from the models’ pre-
dict_proba() functions in a way in the visualization. This could be a new table with
the account names linked with their likelihood or dividing and coloring the customer
names based on their probability. The baseline for including clients in the volume

prediction can be also changed.
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Chapter 9
Summary

In my research, I presented a procedure based on data processing, analysis, and
machine learning. I was looking for an approach to two similar but different clas-
sification problems to tel whether a customer is a candidate for the Premier or
US Government support extension. The availability and the size of the data were
diverse. Eight different models were built for each problem. By selecting the best-
performing for each support group, I have two predictive models to decide whether
a customer is eligible for the extended support groups and the sales should contact
them. For these models, I had to go through all the machine learning steps.

I collected many important features for the machine learning models and after
analysis, I created a clean and accurate data set which is essential for robust pre-
diction. I learned that not all data set is ready for model building thus scaling and
balancing are significant. I tried out two approaches for both problems: normaliza-
tion and standardization for scaling, and the undersampling and oversampling for
balancing the data. I asked the support leaders for their opinion about potential
features and validated the results that I experienced with them.

For the machine learning problems, I tried out Random Forest Classifier, Gra-
dient Boosting Classifier, Logistic Regression, and C-Support Vector Classification.
These supervised learning algorithms are used for classification problems and are
flexible with hyperparameter tuning opportunities. For both support groups, the
Gradient Boosting algorithm performed better than the others. These predictions
offer solutions to business situations as well because the companies could plan the fu-
ture based on the possible account movements. My models could make a big impact
on the company’s headcount planning processes with the Tableau visualization.

I presented that these concepts are feasible, we can make correct predictions with
the two models. One future improvement idea is to better visualize the likelihood

of the customers.
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